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Spatial and temporal evolution of post-disaster data for
damage assessment of civil infrastructure systems

Jorge Mario Lozano , Elliot Nichols, J. David Frost and Iris Tien

School of Civil and Environmental Engineering, Georgia Institute of Technology, Atlanta, GA, USA

ABSTRACT
Assessing damage to civil infrastructure is a resource-intensive
process that is critical during the response to a disaster. Various
datasets facilitate this process but are often collected on an indi-
vidual ad hoc basis by multiple separate entities. Consequently,
there is a lack of a coordinated approach when collecting disaster
data, which prevents effective data interoperability. Rather than
viewing datasets individually, this paper provides a comprehen-
sive analysis of post-disaster damage data to demonstrate the
merits of a dynamic data collection process accounting for both
spatial and temporal variations. Specifically, datasets from
Hurricane Maria and the Indios Earthquake in Puerto Rico are
used to illustrate the entities involved, resources used, and result-
ing datasets for this purpose. The paper analyzes the evolution of
key metadata features as a function of time, including data avail-
ability, coverage, and resolution. The results show distinct stages
of the data collection process and reveal challenges in collabor-
ation between entities and a lack of data integration for disaster
response. The findings also lead to recommendations about the
essential metadata for increased shareability. With these out-
comes, entities in the field can improve the quality of information
extracted and facilitate interoperability and information integra-
tion across datasets for damage assessment.
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1. Introduction

In the aftermath of a disaster, estimating physical damage to civil infrastructure sys-
tems is critical. Infrastructure systems are crucial for community recovery and, when
functional, enable other aspects of society to operate effectively. Unfortunately, infra-
structure systems are highly vulnerable to natural hazards, resulting in large and
widespread impacts (Vamvatsikos et al. 2010; Hosseini Nourzad and Pradhan 2016;
Willis et al. 2016). The socioeconomic status of many developing regions makes this
problem even more critical (Nuti and Vanzi 2003; Zhou et al. 2010).
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Recent technological advancements have increased the number of data tools avail-
able for use in post-disaster damage assessment. Data collection tools, such as drones
and sensor networks are increasingly prevalent during the response to recent disasters
(Akter and Wamba 2019). For example, Synthetic Aperture Radars (SAR) mounted
on satellites started to be used by NASA for rapid damage assessment after the 2015
Gorkha earthquake (Yun et al. 2015). Additionally, Streetview camera systems are
now being used for rapidly cataloging damaged and undamaged buildings after disas-
ters, as was done after Hurricane Michael in 2018 (Roueche et al. 2018; Berman et al.
2020). These advances provide multiple benefits for emergency response operations,
policy formulation, engineering research, and reconstruction purposes. However, the
lack of coordination in data collection and publication practices brings multiple limi-
tations to the process. Table 1 lists the main benefits and limitations of post-disaster
damage data.

Knowing the location of infrastructure damage with high fidelity is paramount for
activating appropriate emergency response protocols and prioritizing infrastructure
recovery activities. For example, emergency managers use building damage informa-
tion to determine which structures to evacuate (Liu et al. 2021). In the case of trans-
portation networks, assessing which roads are closed improves the assignment of
evacuation routes (Urbina and Wolshon 2003). Other critical tasks include identifying
failures in pipelines and power networks to facilitate the restoration of essential
services.

Post-disaster damage assessment, however, is extremely laborious and time-con-
suming, especially for local emergency managers who may work with limited budgets.
As a result, damage data for large areas affected by a disaster is usually incomplete.
When performing detailed damage assessments, these entities also have responsibil-
ities associated with relocating affected communities and guaranteeing medical sup-
plies for those in need, amongst others (McEntire 2007). This makes damage
assessment one task among many for emergency responders. Since most regions
work on restricted budgets, simply allocating more personnel or financial resources is
not a viable solution for agencies to obtain a clearer and more detailed picture of
post-disaster damage.

In addition to emergency managers, multiple entities participate during the disaster
response period to catalog damage to buildings and lifelines. In the U.S., federal agen-
cies, for instance, require this data to validate damage and distribute funds to local
governments (FEMA 2021). Other international agencies include NGOs, such as the

Table 1. Benefits and limitations of post-disaster damage data.
Benefits Limitations

� Paramount for activating emergency response
protocols, such as rescue, recovery, and evacuations

� Determines prioritization of assets for infrastructure
recovery

� Useful for researchers, construction companies, and
public agencies to improve design-code practices
and policy formulations

� Enables affected communities and insurance
companies to file and review insurance claims,
respectively

� Detailed damage descriptions are not readily
available for immediate emergency needs

� Data is usually incomplete for large regions
because it is time and resource expensive to collect

� There are no practical ways to quantify uncertainty
� There is limited coordination in data collection,

creating inconsistent metadata and a lack of
shareability

� Data is usually studied in a single point of time,
ignoring the dynamic nature of data collection
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United Nations or the World Bank, which help regions that have poor access to
resources (The European Commission et al. 2013). Researchers collect and analyze
damage data for weeks after the event (Bray et al. 2018), to support activities, such as
improving design codes and creating updated damage fragility functions (Shinozuka
et al. 2000; Del Gaudio et al. 2017; Gautam 2018; Gautam et al. 2018; Rajapaksha and
Siriwardana 2023). Detailed damage descriptions that may eventually become avail-
able as more data is collected, however, are not readily available in the immediate
aftermath of a disaster to support emergency response, rescue, and recovery
operations.

The diversity of parties involved in the damage assessment process results in data
that vary in coverage, resolution, and format. For example, damage related to build-
ings and geotechnical structures can be retrieved from satellite imagery by federal
agencies (Hong et al. 2006; Adams et al. 2013) or from on-the-ground field surveys
performed by academic experts (O’Rourke and Toprak 1997; Bray et al. 2019; Galvis
et al. 2020). The methods to process and catalog these data also differ depending on
the region and user. For example, there are different guidelines for assessing building
damage, with different scales, such as the U.S. Federal Emergency Management
Agency (FEMA) damage assessment guideline (FEMA 2021) and the European
Macroseismic Scale (EMS-98). These different methods make it difficult to have con-
sistent comparisons across disasters because the same asset (building, road, pipeline)
is not cataloged using the same process or with the same scale. In addition, incom-
plete information and the lack of consistency across damage datasets prevents infor-
mation from being effectively integrated across datasets and reduce the ability to
rigorously quantify uncertainty in damage estimates.

Different data users also require different levels of data quality. It is noted that
data quality is related to the purpose that it is collected for and is not just a measure
of whether a sensor is calibrated or not. For example, Landsat imagery can be of high
quality, but it only captures data at 30m resolution (USGS 2018). Depending on the
intended utilization, this could be classified anywhere between high quality and low
quality. For instance, most public entities measure damage with large-scale damage
scales (such as the one from FEMA previously mentioned). This damage data, how-
ever, is not useful for supporting detailed assessments of damage, such as determining
the root cause of damage to a building or specifics about the failure mechanism of
infrastructure components. This detailed information is critical for researchers and
practitioners interested in code design and policy formulation. As a result, the dispar-
ity in requirements complicates the possibility of having a standard for collecting
damage data, especially when, in addition to collecting data of different quality, most
entities collect data at different times. For example, depending on team coordination
and the severity of the event, while emergency managers collect information hours
after the event, academic teams can arrive to the field on the order of 1 week to 1
month after (see arrival of the Geotechnical Extreme Event Reconnaissance (GEER)
team 6 days after the Chile earthquake in 2010, and 26 days after for the Western
European floods in 2021 (Bray and Frost 2010; Lemnitzer 2022).

Moreover, the variety of data collection methods and purposes across entities cre-
ates an inconsistent publication of metadata given there is no coordination when
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collecting and analyzing damage data. For example, essential information, such as col-
lection time, location, and contact information, among others, is not always published
with every dataset. This inconsistency results in a lack of shareability between entities,
reducing opportunities to leverage the outcomes from one dataset in the collection of
another and limiting the ability to integrate information across datasets.

Finally, another limitation to post-disaster data is that most studies have looked at
these datasets in isolation (e.g. Youd et al. 2000; Bray and Frost 2010) rather than
reviewing them together in an integrated manner to provide a comprehensive cumu-
lative view of post-disaster damage. Post-disaster states are often assessed at a single
point in time rather than longitudinally to provide a temporal assessment of the evo-
lution of data availability over time. One reason for this state of practice is that most
studies focusing on infrastructure resilience tackle the problem either before the dam-
age assessment, i.e. optimizing mitigation strategies (Abruzzo et al. 2006; Costa et al.
2010; Yildirim and Demir 2021), or shortly thereafter, i.e. prioritizing recovery tasks
(Gonz�alez et al. 2016; Rouhanizadeh et al. 2020; Ghannad et al. 2021). The former
includes major uncertainty on the expected damage to structures and lifelines. The
latter usually excludes the time it takes to collect the data and therefore assumes the
damage assessment as a static process.

All these limitations in data collection and publication result in a limited under-
standing of infrastructure damage across a community after a disaster event.
Thus, there is a need to fully recognize and analyze the damage assessment as a time-
varying process—a series of tasks and systems with incomplete information and
estimation that evolves during the response to a disaster.

To address these challenges, this paper illustrates the dynamic nature of the dam-
age assessment process for infrastructure systems by studying the variety of datasets
that are compiled after a disaster, including the motivations and needs of multiple
entities for data throughout the post-disaster time period, and the resulting character-
istics of varying datasets over time. Datasets from two disaster events in Puerto Rico
are included in this study—Hurricane Maria and the Indios Earthquake. These events
represent different types of disaster events, as well as different levels of severity, ena-
bling comparison of post-disaster datasets by disaster type and impact level. A
detailed metadata analysis for all publicly available datasets is conducted, where mul-
tiple data characteristics (including collection time, publication time, coverage, and
resolution) are evaluated to determine the evolution of data characteristics in the
response to a disaster. The analysis addresses several of the current limitations in
post-disaster data. The data trends allow for the determination of critical gaps in data
collection and the essential metadata features needed for damage assessment of infra-
structure systems. The gaps and results found in this paper lead to recommendations
to increase the shareability and integration of damage datasets.

While multiple systems exhibit these dynamic characteristics, this study will focus
on physical damage to structures and infrastructure systems that impact a commu-
nity, including buildings, lifelines (e.g. electric power, communications, water, trans-
portation), and geo-structures (e.g. natural slopes, culverts, embankments). This
paper, for the first time, treats post-disaster data collection as a time-varying process,
assessing both spatial and temporal evolutions of post-disaster datasets with high
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fidelity. Given the specificity used in the analysis, this work exposes key limitations in
existing post-disaster data collection and publication practices, e.g. in the metadata
(e.g. release date, resolution, and coverage) that aggravate the data ingestion and util-
ization processes.

While this study will focus on two major disaster events in Puerto Rico, the out-
comes are generally applicable to other events and locations. Realistically, not every
country has the same level of resources to produce the same amount of data.
However, the results from this analysis provide insights into how to improve the data
collection process and develop better practices to share datasets within communities
across locations and events. Implementing these strategies is critical for overcoming
current challenges in the assessment of damage across large regions after disasters
and the difficulties of local governments in allocating sufficient resources for this
purpose.

This paper is organized as follows. Section 2 describes the datasets for each disaster
event in Puerto Rico, emphasizing key data features, such as resolution and coverage.
Next, Section 3 analyzes the time evolution of datasets, including the variations in
data publication times, and how the coverage and resolution change throughout the
disaster response period. Quantitative measures are provided to enable comparisons
across multiple datasets and hazard events. Then, Section 4 provides an overview of
the different stages of post-disaster data collection divided into three stages identified
with the metadata analysis. It also presents the timeline of the data collection process
per stage, making emphasis on the availability of datasets and changing needs of sev-
eral entities. Finally, Section 5 describes the main challenges of the damage assess-
ment process, and Section 6 proposes a set of metadata features for improving data
shareability and decreasing uncertainty in data collection for post-disaster damage
assessment.

2. Post-disaster data availability and descriptions

Given how available data changes over time and for different purposes, it is of inter-
est to conduct a systematic and comprehensive analysis of the evolution of available
datasets. To conduct this dynamic analysis of post-disaster data and illustrate the spa-
tio-temporal evolution of datasets, this section focuses on data from two major
extreme events in Puerto Rico: Hurricane Maria and the Indios Earthquake. Puerto
Rico’s geographic location within the Caribbean, along with factors, such as the large
number of households located in high-risk zones, high unemployment rates, and low
per capita income, make the island highly vulnerable to natural hazards. In terms of
hurricanes, Puerto Rico is located in an area that is prone to multiple dangerous
storms per year, and the island is directly hit by a moderate or greater hurricane
every 5 years on average (Boose et al. 2004). More severe storms as a result of global
warming are expected in the future generating larger impacts on the island (Hall
et al. 2020). Earthquakes are also present in the region. Located close to the north-
eastern corner of the Caribbean seismic zone, specifically near the Sombrero seismic
zone, Puerto Rico has a long history of severe earthquakes (McCann 1985; Mueller
et al. 2010; Meighan et al. 2013). Therefore, the occurrence of recent events, such as
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the category 5 Hurricane Maria and the magnitude 6.4Mw Indios Earthquake
presents an opportunity to investigate the state of publicly available data for damage
assessment under varying disaster scenarios. As Puerto Rico is a U.S. territory, differ-
ent emergency management entities are involved at different levels, e.g. the Puerto
Rico Emergency Management Agency (PREMA) and the Federal Emergency
Management Agency (FEMA). Having multiple institutions working in response to
different disasters provides an opportunity to analyze available datasets and make
comparisons between disasters. This section presents the public datasets used for
damage assessment after Hurricane Maria in 2017, as well as the Indios Earthquake
in 2020. While crowdsourced data specific to the purpose of damage assessment is
included, general social media data (e.g. from Twitter or Facebook) was not consid-
ered given that there are no current systematic processes used in practice to catalog
data from community sources. Notwithstanding this, there are current research efforts
being implemented for this purpose, see Tien et al. (2016), Resch et al. (2018), Wu
and Cui (2018), and Hao and Wang (2020).

The analysis presented herein treats the two events as independent events. In real-
ity, there is likely to be some relationship as the result of the relatively close proxim-
ity of the events temporally. For example, a reconnaissance mission to Puerto Rico in
2022 after Hurricane Fiona showed that some of the temporary bridges and blue
tarps were still being used five years after Maria (Morales et al. 2022). These relation-
ships, however, do not represent major differences in the damage assessment, since
each event affected different parts of the island, minimizing this effect. A metadata
analysis was conducted on each dataset to investigate multiple data features (e.g.
coverage, resolution) that enable evaluations of the evolution of the data and compar-
isons across datasets that are analyzed later in Section 3.

2.1. Hurricane Maria, 2017

During the hurricane season of 2017, Puerto Rico was struck by two major hurri-
canes: Hurricane Irma on 7 September and Hurricane Maria on 20 September, the
latter considered a category 4 hurricane when passing through the island. The first
hurricane did not cross through the mainland but did cause major power outages
and water service interruptions, with sustained tropical storm force winds reaching
sustained wind speeds of 89 km/h and wind gusts up to 179 km/h. Three indirect
deaths occurred in Puerto Rico from Hurricane Irma (Cangialosi et al. 2018). Fifteen
days after Irma, Hurricane Maria made landfall in Puerto Rico with the eye passing
only 40 kilometers from the capital city of San Juan, resulting in devastating damages
as a result of floods, sustained wind speeds of 103 km/h, and wind gusts up to
225 km/h. The NOAA estimate of damage in Puerto Rico and the U.S. Virgin Islands
due to Maria is around $90 billion (Pasch et al. 2019). There is no reliable estimate
of the death toll for this event; however, estimates in the range of several thousand
have been presented. Maria knocked down 80% of the utility poles and essentially all
transmission lines, resulting in power losses to practically all residents on the island
(Kwasinski et al. 2019). From Table 2, the range of data types and characteristics
available at different time periods can be seen. The publication time after the event is
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given as a single time if published all at once. Otherwise, it is given as multiple times
or with a range, to reflect updates to the dataset or the dataset being published in
parts, respectively.

The coverage of each dataset is represented by four coverage levels: Minimal,
which includes only a small portion of the affected area (e.g. a single neighborhood);
Moderate, which focuses only on areas of high damage (e.g. the most affected
county); Substantial, which covers most of the affected region but misses some areas
due to the reconnaissance route or the tool coverage (e.g. satellite image that does
not cover all the region); and Complete, which means that all of the impacted areas
are included in the dataset (e.g. cellphone coverage for the whole island of Puerto
Rico).

In terms of data collection for damage assessment, the most common datasets
identified one day after the event were estimations of parameters, such as the strength
of winds and broad estimations of damage. For Hurricane Maria, the National
Hurricane Center released a hurricane path, detailing the location of the eye at differ-
ent times (NOAA 2017). In terms of wind speed, Applied Research Associates, Inc.
(ARA) generated a grid with the peak wind speeds across the island (ARA Inc. 2017).
Descriptions of all datasets that were publicly available for this disaster are given in
Table 2. This table shows the main attributes found for each dataset, including the
dataset description, entity releasing the data, data types, temporal characteristics, such
as the time of data collection and data release, and data characteristics of spatial reso-
lution and coverage.

One week after the event, some datasets, such as the wind speeds, were refined
based on new information or additional data processing. ARA released multiple ver-
sions of this dataset, decreasing the uncertainty by including more information from
additional sensors and sources. Remote sensing data that requires more post-process-
ing was also released during this period. For example, night-time light data from
NASA captured light from buildings and streets to compare the levels of radiance
with pre-event values (Zhao et al. 2020). This stage also included some field work to
estimate detailed damage in the region. FEMA began damage assessment due to
flooding and wind at this time for the metropolitan areas of Puerto Rico. In the same
way, crowdsourced data became available online through CrowdSourceHQ, for the
community to support the damage assessment by uploading information about the
state of different lifelines and infrastructure.

In the subsequent weeks up to a month after the event, more detailed published
data became available. For instance, USGS published a map depicting areas by land-
slide density (Bessette-Kirton et al. 2017). FEMA released a broader coverage of both
the wind and flood damage. FEMA also released an estimation of flooding areas by
combining satellite data with an estimation of flood depth. Interestingly, even years
after the event, there are still some datasets being released that can be used toward
improved damage assessment of the event. For instance, USGS updated the landslide
map and published a map in 2019 with the locations of all slope failures in Puerto
Rico (Hughes et al. 2019).

In addition to the varying data availability at different time periods after an event,
datasets also varied by the spatial resolution and coverage they provided. Figure 1
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shows four example datasets from Hurricane Maria. Wind profile data is at 500m
resolution covering the whole island (Figure 1(a)), cell phone tower outage informa-
tion is provided by the county (Figure 1(b)), and the two lower figures show detailed
point data (Figures 1(c,d)) for the San Juan metropolitan area. The first point dataset
represents the individual building wind damage, which was produced by FEMA using
satellite images from NOAA. The second point dataset shows bridge locations along
with their status information (i.e. closed, open, unknown), which were updated as
new reports became available.

2.2. Indios Earthquake, 2020

The magnitude 6.4Mw earthquake that struck due west of Ponce, Puerto Rico, on 7
January 2020, resulted in few casualties but an estimated $3.1 billion worth of damage
(USGS 2018). The devastation from this event was due to the magnitude of the event
itself, combined with the circumstances in which it occurred. Twenty-eight months
before the earthquake, Puerto Rico had been impacted by Hurricanes Irma and
Maria, as noted above, and the country was still recovering from these disasters at
the time of the earthquake in 2020. The perishable data recovered from this event
gives insights into the data collection process across hazard events in the same loca-
tion. This section highlights the datasets collected after the earthquake and the simi-
larities and differences in the types and characteristics of data compared to what was
collected after Hurricane Maria. Table 3 shows the datasets available for damage
assessment after the Indios Earthquake, including dataset characteristics.

In the day following the earthquake, intensity measures of the earthquake com-
prised the majority of the data, which is similar to early data from Hurricane Maria.
The World Food Programme estimated the number of people per county exposed to

Figure 1. Different datasets collected after Hurricane Maria (2017) with varying spatial resolution
and coverage: (a) wind profile from ARA, (b) cell towers out of power on 21 September 2017
(FCC), (c) FEMA wind damage in the San Juan metropolitan area, and (d) bridge status in the San
Juan metropolitan area of Puerto Rico.
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each shaking level intensity defined by the USGS ShakeMap, and the maximum peak
ground acceleration (PGA) for each barrio was recorded. Using Hazus, preliminary
estimations of economic loss for each barrio were generated. Following the initial
publication of data, communication status updates via the Federal Communications
Commission (FCC) were published for each county for the next week. Once the event
struck, satellites began to position themselves to record data. Given the time it took
to capture images and perform necessary post-processing, many more types of data
were collected and then published in the days and the week following the earthquake.

One day after the event, NASA began the automatic process of publishing data
that quantified the amount of light emitted from buildings in Puerto Rico daily. At
the same time, ARIA JPL was using images from the Copernicus-Sentinel-1 satellite
to locate areas of likely damage by comparing pre-and post-event imagery. The result-
ing Damage Proxy Map was updated twice after its initial publication on 9 January
2020, using similar imagery from 14 January and 26 January. Using the synthetic
aperture radar (SAR) imagery from 9 January and 14 January, ARIA JPL also derived
corresponding surface displacement maps for each date. FEMA used low-altitude air-
borne imagery as well as satellite imagery, collected over the first week after the
event, to assign damage categories to buildings by inspecting the images manually,
which resulted in a Damage Map that was updated every day starting one week after
the event.

In the second week after the event, GIS specialists were able to derive the locations
of co-seismic landslides in the mountainous regions of Puerto Rico using several sat-
ellites positioned over the island directly after the event. Beyond two weeks after the
mainshock, only one dataset was published that pertained directly to the earthquake
damage, as much of the focus turned to measuring humanitarian impact. An updated
ARIA Damage Proxy Map was published 3 weeks after the event to measure how
damaged areas had evolved, and similar to Hurricane Maria, the last published data-
set was a description of landslide locations for the event, released five months after
the earthquake, which marked the end of open-access and available maps and data.

Figure 2 shows example datasets from this event, including the initial Damage
Proxy Map (Figure 2(a)), hazard assessment by PGA (Figure 2(b)), county-level cell
phone outage information (Figure 2(c)), and point level building damage information
(Figure 2(d)). As in the Hurricane Maria case, each dataset varies by several attrib-
utes, including the spatial resolution and coverage over the area that they provide.

3. Analysis of temporal and spatial evolution of datasets

The evolution of post-disaster data is studied in this paper with a detailed analysis of
key metadata features that are highly dynamic during the response to a disaster,
including publication time, spatial resolution, and coverage. The analysis shows how
available data changes over time, and how the characteristics of post-disaster datasets
that can be used to assess the extent of damage evolve in the post-disaster period.
The rest of this section is organized into two sections: Section 3.1 describes the evolu-
tion of time features of data collection. In contrast, Section 3.2 analyzes the com-
pound evolution of resolution and coverage over the response period.
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3.1. Time evolution of data

The temporal evolution of post-disaster data availability consists of two major ele-
ments: the time when data collection starts and the time when the data is first pub-
lished (or made publicly available). Given the diversity of data tools and
methodologies used in practice, the effort and time it takes to collect and publish a
dataset can vary considerably. Quantifying the time element of dataset collection and
publication is critical for its use in post-disaster damage assessment activities. It also
supports recommendations for improving the data collection by leveraging and inte-
grating multiple datasets in damage assessment.

Looking first at publication time, understanding the expected time range after the
event occurs for a dataset to be published is key information for multiple entities. For
instance, emergency managers are interested in the datasets released in the first cou-
ple of days to understand the damage in the whole region (Mukhopadhyay and
Bhattacherjee 2015). On the other hand, researchers looking at infrastructure recovery
are more interested in detailed descriptions of damaged facilities, information that
can take months to be analyzed (Bray et al. 2018).

Considering the time when the data was collected is also important to fully under-
stand the time-dependent elements of a dataset. For example, comparing the collec-
tion and publication times provides an understanding of the complexity of
implementing a dataset. The longer it takes to publish a dataset from the collection
start date, is likely reflective of either data collection or processing requirements.
Moreover, during the response stage of a disaster, the performance of an

Figure 2. Different datasets collected after the Indios Earthquake (2020) with varying spatial reso-
lution and coverage: (a) Damage Proxy Map from 9 January 2020 (ARIA JPL), (b) peak ground
acceleration (USGS), (c) cellphone coverage on 9 January 2020 (FCC), and (d) FEMA building
damage.
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infrastructure system varies, where some regions continue to be affected by after-
shocks in an earthquake, and some parts of the system are actively being restored.
Considering the time of data collection is critical to creating a snapshot of the sys-
tem’s performance after the disaster, with the understanding that the condition is
continually changing after a disaster. Power networks, for example, are known to be
largely restored in days or weeks, compared to building infrastructure, which requires
more time to become fully functional. The time-dependent element of datasets is
shown in Figure 3, where data for building wind damage collected by FEMA from
Hurricane Maria took almost a month to collect and process. This dataset was pro-
duced by visually inspecting satellite images by NOAA and assigning a damage level,
as shown in Figure 1(c). Figure 3 displays distinctive regions for data collection per
week and the increase in coverage as time progressed.

The evolution of some datasets can also be seen with refinements to previously
published information. This relates to datasets that are released multiple times with-
out changing their coverage or resolution. However, the base information of the data-
set can change in some cases, such as the values of rainfall during Hurricane Maria
released by NASA both 12 h after the event and 3 months after (Bell et al. 2018). The
refined version of the later dataset typically has better estimations with less uncer-
tainty. Figure 4 depicts two cases of updating datasets that do not change in format,
coverage, or resolution, but the metric [i.e. wind speed or Peak Ground Acceleration
(PGA)] changes due to increasing amounts of data and improvements in the estima-
tion. This effect demonstrates the importance of utilizing the latest version of a data-
set and acknowledging the uncertainty in some parameters in early data releases
during the response stage.

The evolution of metadata time features can be visualized in a timeline of the
response stage after the disaster. Figures 5 and 6 show the metadata features of all
infrastructure damage datasets found for Hurricane Maria and the Indios Earthquake,
respectively. Datasets are sorted by the data collection start time. These figures illus-
trate the evolution of the data collection start time (shown as green triangles) and the
date when the dataset is first published (shown as blue dots). Also included are three
types of data publication. For some datasets, partial data, shown as small blue circles,
is published at periodic intervals indicating increasing data collection in terms of
coverage or changes to the system over time (e.g. the increasing coverage of building
wind damage shown in Figure 3). Next, is the date when data is updated (large blue
circles), referring to information that does not change in coverage or resolution but is
published repeatedly throughout the response to the disaster. One good example

Figure 3. Data collection time evolution for building wind damage from Hurricane Maria. Points
represent individual buildings colored by the week of collection time.
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is NASA’s nightlight data, which is published for both events. After the first image is
available for this dataset, the process is repeated daily to account for changes in the
power supply after the disaster. Finally, the date when data is refined (e.g. both data-
sets shown in Figure 4) is presented with purple circles.

These figures illustrate the various times when data is collected and published after
an event, highlighting the dynamics of the damage assessment process. For
example, for Hurricane Maria, collection times range from zero to nine days after the
event, and publication times range from 12 h to almost two years after the event. It is

Figure 4. Datasets with refined features. Top: Hurricane Maria sustained wind speeds published (a)
one day after event and (b) 7 days after event. Bottom: Indios Earthquake PGA published (c)
20min after event and (d) 7 days after event.

Figure 5. Time evolution of datasets after Hurricane Maria.
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clear that the damage assessment process for infrastructure systems is a process that
requires extensive time to complete, necessitating the analysis provided in this
paper of the changes in types of datasets that are available over this long response
period.

During the first day after both events, the data collection relies heavily on in-place
sensors, given the difficulties of having personnel in the field during this time. For
hurricane Maria, wind speed and rainfall data are collected using sensors that are dis-
tributed throughout the island. For the Indios earthquake, all three datasets released
during the first day use data from the seismometer network of Puerto Rico (PRSN
2022). For instance, ground motion models are used to produce the ShakeMap, infra-
structure loss models for Hazus, and population exposure for Automatic Disaster
Analysis and Mapping (ADAM). This sequence demonstrates the value of having
robust networks of sensors to rapidly collect exposure data after an event.

An analysis of the time of publication shows that different processing times are
required, even for datasets that use the same input. For instance, both the damage
proxy map (DPM) and FEMA wind damage for Hurricane Maria use satellite imagery
as their input. However, their methodologies to estimate damage differ significantly.
The DPM (published 2 days after the event) uses pre- and post-event satellite imagery
to run precomputed algorithms that identify damage (Yun et al. 2015), while the
FEMA wind damage data (completed 1month after the event), requires the validation
of damage through visual inspection of the images by FEMA personnel. The differ-
ence in interpretive approaches leads to different times required for publication. At
the same time, however, the two approaches also carry different levels of uncertainty
and damage reliability. The DPM, for example, is useful for identifying major damage
regions, but its resolution is not sufficiently high to allow the identification of damage
to individual buildings. On the contrary, FEMA wind damage data can be used to
identify specific buildings needing repair or assistance by emergency managers. Thus,
even though having data as soon as possible is preferable, some datasets require large
post-processing to produce information at a high enough resolution to be useful for
specific emergency purposes.

Figure 6. Time evolution of datasets after Indios Earthquake.
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There is also a noted difference in publication time between the same dataset pub-
lished for both types of disasters. In this case, the DPM is first released two days after
Hurricane Maria and completes its coverage after nine days, while the one for the
Indios Earthquake is periodically published from 3 to 19 days. This difference is a
result of the pre-positioning of the satellites, which is possible given the increased
time for preparedness for the hurricane compared to seismic events, leading to a
shorter time to publication for hurricane DPM data. However, other datasets may
take more time to be published for hurricanes. This is the case for NASA’s night-
time light data. This dataset requires clear skies for it to properly assess radiance
from the region, which is usually not the case during or immediately after a hurri-
cane. Therefore, night-time light data for Hurricane Maria started seven days after
the storm, compared to one day after the Indios earthquake. These differences in
publication time show that large coverage data require suitable weather for data col-
lection, such as clear skies for satellite imaging, and no wind or rain for drone
manipulation.

Not all datasets had different publication times for both disasters. Cellphone cover-
age reported by FCC is one dataset with similar publication times for both events.
Both datasets had data available one day after the event and were updated daily for
seven months after Hurricane Maria and for six days after the Indios earthquake. The
difference in the number of publications is due to the impact each disaster had on
the island’s electric power network, where Hurricane Maria resulted in most of the
Island being without power for weeks, with power outages in some areas lasting for
ten months (Kwasinski et al. 2019).

The difference in the disaster impact area also results in varying data publications
and post-processing times per dataset. More datasets were collected for Hurricane
Maria compared to the Indios earthquake (13 as opposed to 10). This indicates the
relationship between data collection and the type of disaster and its severity.
Hurricane Maria was a category 5 hurricane (the highest on the scale), while the
Indios earthquake was a moderate to high severity disaster. For the processing time
per dataset (i.e. the time between data collection and publication), the average proc-
essing time for Hurricane Maria was 7.1 days, compared to 1.9 days for the Indios
earthquake. These averages exclude both USGS landslide datasets, which are asset
specific and can be considered outliers, with the one from Hurricane Maria taking
23months to be published, and the one for the earthquake taking five months to be
published. As a result, a disaster with larger impacts results in more datasets and
quantities of data that require more time to be fully published.

The general evolution of data collection and publication is illustrated in Figure 7,
which shows the cumulative percentage of datasets that were collected and published
for both events over time. The figure enables a comparison of both collection time
and publication time, as well as how collection and publication times of post-disaster
datasets differ by type of hazard event. The cumulative collection times of both disas-
ters are similar to each other, suggesting that the collection times for both events are
somewhat event independent (with the earthquake having slightly earlier collection
times). On the contrary, for publication times, there is a clear delay in the hurricane
datasets, showing that for this event, it took longer to publish the datasets even when
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they were collected at similar times after the event compared to the earthquake.
Taken in combination with Figures 5 and 6, Figure 7 shows how data availability
varies by the type and severity of a disaster. This difference is due to the increased
processing time for the hurricane, which includes the time of collection, computation,
and refinement, among others.

The evolution of time features in Figure 7 can also be interpreted as a trend in
data collection and publication. Note that the time axis is not linear. However, these
trends demonstrate how the data collection process can be improved. Mainly, the
publication trend could be shorter for it to be more efficient. This can be accom-
plished by making two changes to the trends. First, data collection can be started ear-
lier through increased data integration of early datasets and expansion of
collaboration between entities to make the data collection more efficient. These
changes can result in earlier publication times. The second change to the trend is to
speed up processing times through automated procedures, distributed processing, or
other strategies, which will make the publication trend and thus timing closer to the
collection trend.

3.2. Resolution and coverage evolution

In addition to the time evolution of data availability, two critical parameters that
characterize the utility of post-disaster datasets are resolution and coverage. The
greater spatial resolution the data has, the more informed the decision-making can be
in determining where to conduct field reconnaissance. In a similar fashion, a larger
coverage area provides a more comprehensive picture of the damage extent. The
most useful data, in this sense, is high spatial resolution data that covers the greatest
area of impact and beyond. Thus, the spatial resolution and coverage of the datasets
are equally important to several entities as the release and updating of data occurs.
Figure 8 summarizes the times at which all 23 datasets were released following the
two Puerto Rico disasters, along with their spatial resolution and coverage level.

Figure 7. Percentage of total datasets collected and published for both disaster events.
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Each dataset in Figure 8 is illustrated as a point located at the time when the pub-
lication of maximum coverage was released with its corresponding resolution. Thus,
datasets that release multiple data versions or updates are only shown for the first
time they were published (e.g. night-time light data, which does not change in reso-
lution or coverage, but it is published daily, as shown in Figures 5 and 6). Regarding
spatial resolution, the range varies from low resolution at the county level to high
resolution at the asset level (e.g. point data per damaged bridge or line data per
blocked route). Asset level is the highest resolution considered in this category
because it provides information about a single infrastructure asset all data at the sub-
component level (e.g. piers of a bridge or columns of a building) is considered at the
asset-level as well. Within this category, the number of unique data observations is
included to reflect the level of complexity and of the dataset. For example, in the
Indios Earthquake, NASA’s co-seismic landslide dataset includes 120 failures, whereas
USGS’s dataset includes 800 failures.

The dataset coverage is represented with a color scheme that follows the 4-level
scale of coverage described in the previous section (i.e. Minimal, Moderate,
Substantial, and Complete). Some datasets increase the coverage level as more data is
collected. For example, data points on building wind damage from Hurricane Maria
started being collected a week after the event, covering a minimal region of the
island. Then, after a month, the coverage reaches a complete level after the island is
fully studied. This evolution is indicated by a bar ranging from light green to dark
green with time.

In analyzing the results shown in Figure 8, three distinct stages of data collection
and processing are identified: an initial rapid response stage within the first day of
the event, a period of intensive data collection from one day to a few weeks after the
event, and then asset-specific analyses that take longer to complete with results that

Figure 8. Spatial resolution and coverage vs. data release date for Puerto Rico disaster datasets.
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are released from a few weeks to after one year following the event. These identified
stages are described in further detail, including how the data collected during these
varying stages are used by different entities, in the following section.

With respect to the evolution of data features, Figure 8 demonstrates a clear
increase in the spatial resolution of datasets throughout the response stage for the
Puerto Rico disasters. During the two days after the event, all eight published datasets
had resolutions exceeding 500m. Then, close to a week after the event, seven datasets
were released with higher resolution, ranging from 90m (earthquake surface displace-
ment) down to the asset level (building flood damage). Following this phase, all data-
sets have a resolution at the asset level, except for the landslide density, which has a
resolution of 2000m. Still, it was then superseded 23months later with the asset-level
slope failures dataset. This evolution shows that the earliest time when asset-level
datasets are published is about a week after the event.

The evolution of coverage is different from the spatial resolution. While resolution
tends to increase with time after an event, the coverage area tends to decrease. All
the datasets are released within two days after the events have complete coverage.
Then, during the first week, remote sensing datasets with lower coverage start being
collected (e.g. damage proxy map, surface displacement). Most of these datasets end
with complete coverage after a week of the event since multiple images are taken to
complete the coverage. Later in the data collection process, asset-level data is pub-
lished at multiple coverage levels. For example, routes blocked from Hurricane Maria
have moderate coverage, while building flood damage and NASA’s co-seismic land-
slides have substantial coverage. This shows that the high-resolution datasets are often
published at the expense of coverage. At the same time, the evolving coverage of
some asset-level datasets, such as building wind damage or bridge status, shows that
it is possible to eventually achieve high coverage in asset-level datasets. These data-
sets, however, require significant collection and processing times in the current
practice.

Overall, the difference in coverage and resolution across the datasets arises from
the nature of various user needs, tool capabilities, and available resources (personnel,
tools, time). In this sense, early datasets prioritize high coverage because of rapid
emergency needs and to provide broad situational awareness across an impacted com-
munity. This is shown in Figure 8, where all datasets released within the first two
days after the event have complete coverage but low spatial resolution (exceeding
500m). Then, datasets at a higher resolution are collected for specific regions or
infrastructure systems without needing to cover all of the damage extent regions. For
instance, NASA’s co-seismic landslides and FEMA’s building damage only cover the
region close to the earthquake epicenter, where the most severe damage is anticipated.
Finally, datasets with high resolution and coverage are expected to be published a
long time after the event. This is the case of the hurricane wind damage (released
one month after), USGS’s co-seismic landslides (released five months after), and the
hurricane slope failures (released 23months after). The evolution of coverage and
resolution of post-disaster data shows that the level of precision is heavily linked to
the needs of the user and the limitations of the tool used for collection and the time
required for data processing.
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4. The three stages of post-disaster data collection

During the aftermath of a disaster, multiple entities use data at different times for dif-
ferent purposes. For instance, emergency managers prioritize evacuations and trans-
portation of goods using preliminary assessments. Data about possible building
collapse and open routes is important for this purpose. Some entities require more
specific data (e.g. economic impact per neighborhood), which requires the use of dif-
ferent data that is usually not available at the early stages of the event response. The
data needs and use of the data change as the post-disaster response and recovery pro-
cess evolves. From Figure 8, three distinct stages of post-disaster data collection are
identified; (1) a rapid response stage, where resources are being devoted to rescue
and relief efforts; (2) an intensive data collection phase, where high spatial resolution
and high coverage datasets are published for public use; and (3) an asset-specific stage
where data on individual assets are being collected for the purposes of case studies
and long-term studies including reconstruction. This section describes the differences
in data availability for each of the three identified stages of post-disaster data collec-
tion. In addition, it analyzes how the available data matches with the range of entity
need to support post-disaster activities, including how the data is used by entities
with different backgrounds, purposes, and priorities in each stage. The information
depicted in this section is supported not only by the specificity of the results shown
in section 3 but also by interviews with emergency managers, disaster reconnaissance
academics, and the authors’ personal experiences conducting infrastructure damage
reconnaissance.

4.1. Rapid response

The first stage of the data collection process comprises the post-disaster data used for
rapid emergency tasks and situational awareness. The length of this stage typically
ranges from 1 to 3 days, depending on weather conditions and available resources. In
some cases, satellites need to be moved farther than in other cases to reach the
needed positioning for data collection over the affected area, or information from
sensors takes time to be collected and processed for publication. This stage is charac-
terized by data of low resolution and high coverage area that often requires subse-
quent refinement due to its low precision.

Regarding data types, there are two metrics obtained from collected data that allow
entities to estimate the damage in a region immediately after a disaster: the magni-
tude of the event and the impacted area. In the case of an earthquake, the magnitude
is usually measured with the moment magnitude, a measure of the energy released in
the event. The impacted area can be estimated with the interpolation of multiple seis-
mometers. USGS’s ShakeMap, published for the Indios earthquake, includes a version
of both metrics as early as 5min after the earthquake (Wald et al. 2005). On the
other hand, the metrics for a hurricane differ in time and scale. Since hurricane fore-
casting is more predictive in nature than earthquake forecasting and detection, the
likely intensity of the hurricane can be better estimated than the intensity of a future
earthquake. The National Hurricane Center releases an estimated path of the event
days before it makes landfall, along with periodic updates. This greatly improves the
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preparedness and response to the event compared to an earthquake. However, esti-
mating the impacted area can be more difficult than in an earthquake, given that the
damage can be more spatially distributed compared to the centralized damage of an
earthquake. Further, the characteristics of a hurricane change significantly once it
makes landfall compared to when it passes over an open ocean. By coupling these
event-specific datasets with the vulnerability metrics of a region, FEMA releases an
early estimate of economic loss using the Hazus platform (Kircher et al. 2006;
Scawthorn et al. 2006), which is updated as new versions of the ShakeMap and field
surveys are released.

Local emergency managers, who conduct damage assessments within the first days
of the event, use these intensity measures to gain situational awareness and estimate
the resources needed for response. Also, since satellite images only provide an aerial
view of the region, they are not capable of finding all buildings with high damage or
in need of evacuation, only those that have collapsed and where roads are blocked by
debris. As a result, local emergency managers with sufficient resources often conduct
fly-overs in rotary or fixed-wing aircraft hours after an event to get a closer view of
the affected areas. This enables qualitative assessment of the damage extent before
more quantitative-based measures can be deployed in later stages. A problem with
fly-over data and its role in post-disaster data collection is that it is rarely recorded
but plays a role in early decision-making.

The collection procedure of some datasets during this stage makes them ideal for
being consistently published after every major disaster. For instance, FCC’s cellphone
coverage data reports were identical for Hurricane Maria and Indios earthquake (i.e.
same coverage, data structure, and format) because Puerto Rico counts with network
outage data provided by the Disaster Information Reporting System (DIRS), facilitat-
ing the workflow of post-disaster data. Another example of earthquake events is
USGS’s ShakeMap, which publishes a ShakeMap for every major earthquake around
the world. Having datasets with reliable publication times makes them useful for
implementing damage models that require consistent inputs after every disaster. In
addition, entities in need of hazard characterization or damage data can expect with
high confidence the fast publication of these datasets after a disaster.

The lack of high-resolution data, however, demonstrates that there is still signifi-
cant room for improvement in the rapid collection and publication of perishable
data. Instead, datasets published in this stage provide low-resolution, hazard-specific
information (as shown in Figure 8), such as the ShakeMap, loss estimates, and rain-
fall. While these datasets provide useful intensity measures, they do not provide
enough detailed information to first responders about on-the-ground conditions. As
a result, most of these datasets need to be refined for improved precision in the
later stages of the disaster response. Note that in Figures 5 and 6, all the datasets
collected within the first day of the event include a refinement component later in
the timeline of the event. This stage provides an opportunity for implementing
emerging technologies, such as machine learning, to accelerate data processing and
improve damage estimations by training models with impacts from previous disas-
ters. Some current efforts for this purpose can be found in Yeum et al. (2019) and
Miura et al. (2020).
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4.2. Intensive data collection

The second stage of the post-disaster data collection stage usually starts half a week
after the event (3–4 days), when most rescue and recovery missions are completed
and finishes around 1–2 weeks after when most of the critical perishable information
has been collected. During this stage, determining what type of data to collect
becomes more challenging after the initial rescue and recovery phase, given the
diverse set of assets that need to be assessed. Information on critical infrastructures,
such as hospitals, schools, and fire stations is prioritized not only during the initial
phases of data collection but also throughout later stages as a function of local condi-
tions and needs. Thus, one entity’s needs often intersect or are adjacent to another’s,
such as a scientific reconnaissance team studying the effect of flooding on bridges
and a local government planning bridge infrastructure recovery/reconstruction to
support the transportation of goods to a community. If there is communication
between data producers and local entities that need data, it is often initiated at this
stage. However, this process is typically done in an ad-hoc manner or based on prior
standing relationships and has yet to be optimized to meet the needs of as many enti-
ties as possible.

Regarding the needs of local governments, emergency managers are interested in
cataloging damage in greater detail than was possible in the immediate aftermath of
the event. In the U.S., for example, local governments must begin the process of com-
pleting the Initial Damage Assessment (IDA), which the state or territorial govern-
ment helps coordinate. The goal of the IDA is to document and categorize all
relevant damage impacts and information, which they then convey to FEMA; this is
the basis by which all additional external support and resources are distributed. As
extensive as the IDA may be at classifying and identifying damage, this data is not
made public and is only used internally for financial decision-making purposes.
Nonetheless, local governments use publicly available data from this data collection
stage to support reconnaissance missions and validate damage.

Once the IDA is complete and if the damage is severe enough, FEMA will send
representatives to the field with local and state workers to begin a Preliminary
Damage Assessment (PDA). The goal of the PDA is not to discover and classify more
damage but only to validate the damage originally presented to FEMA in the IDA.
The PDA is then used to determine the amount of financial support that is given to
the area and to inform the potential decision of a Presidential disaster declaration
(FEMA 2021). As a result of the PDA, multiple types of infrastructure damage data
are released during this stage. From the Puerto Rico disasters studied in this paper,
FEMA datasets in this stage include the flood detection map and building damage
datasets at the asset level (i.e. flood damage, wind damage, and seismic damage).

Compared to datasets from the previous stage, datasets of the intensive data collec-
tion stage are characterized by their increased spatial resolution. This is possible due
to the availability of more specialized tools and personnel on the field. One of the
most common data types seen during this stage is remotely sensed images. Among
these images, there are multiple datasets collected by different entities, such as NASA
or NOAA as well as private satellite operators. Some of these images use a special
type of satellite sensor called Synthetic Aperture Radar (SAR), which allows the
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collection of more information compared to conventional optical or electromagnetic
spectrum imagery. NASA releases a product to estimate damage called the Damage
Proxy Map (DPM), in which they compare pre- and post-event images through com-
puter vision algorithms to determine regions of damage (Yun et al. 2015). The reso-
lution of these images is 15–30m, a higher resolution compared to maps released
during the rapid response stage, which range between 500 and 10,000m. This dataset
provides more information about the distribution of infrastructure damage. However,
as of now, the DPM has not been used to determine specific building damages at the
asset level, given the high uncertainty associated with this dataset compared to, for
example, on-the-ground observations. In addition to the DPM, the use of computer
vision on high-resolution images is also observed in datasets, such as NASA’s surface
displacement, night-time light data, and co-seismic landslides. FEMA’s use of com-
puter vision includes the flood detection map and building flood damage.

Even when most of the data at this stage has higher resolution, not all of it has
complete coverage. Some datasets use collection procedures that require complex
computations or large efforts to complete, and thus, data producers prioritize data
collection in areas of high expected damage. For example, FEMA’s flood detection
maps from Hurricane Maria only cover the coastal area of Puerto Rico that surrounds
the two biggest cities on the island (San Juan and Ponce). In a similar manner,
NASA’s co-seismic landslides use high-resolution satellite imagery to identify land-
slides only in the area close to the Indios epicenter. Another reason for variable
coverage is the time it requires to collect damage data at high resolution. For
instance, this stage of data collection is the first to collect asset-level data, which
requires cataloging a damage level per asset (e.g. one damage point per bridge or
building). This procedure requires time to complete, especially after events of high
impact, such as Hurricane Maria. The coverage evolution of asset-level data can be
seen on the building wind damage dataset, which starts being collected a week after
the event in small regions of the island at a minimal coverage level.

The variety of data published during this stage shows that multiple entities are
interested in obtaining high-resolution data over the highest coverage possible. In
that sense, having multiple data producers working at the same time opens an oppor-
tunity to increase data integration and entity collaboration. While conversations
between public, private, and academic institutions do happen during this stage and
there are current platforms, such as DesignSafe that advocate for improved data pub-
lication (Rathje et al. 2017), there is no systematic procedure to collect and share
post-disaster data. Thus, from this work, it is recommended that the intensive data
collection stage be the time when entities collaborate the most to produce data of bet-
ter quality in less time.

4.3. Asset-specific analysis

In the weeks following an event, publicly available data begins to shift from the broad
characteristics of the event impact to characterizing the built and natural environ-
ment’s specific responses and impacts from the event. Therefore, this data is more
useful for long-term academic studies and community recovery strategies. For
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instance, asset-level data increases in coverage to support building-by-building recov-
ery strategies, crowdsourcing initiatives are undertaken for reaching smaller or more
remote affected regions, and more field reconnaissance teams with a range of sensing
systems are mobilized to study the impact of the disaster. It is at this stage in the
data collection process that data unrelated to emergency tasks is processed to produce
more detailed scientific artifacts, such as detailed landslide maps for understanding
complex causative mechanisms and bridge 3D scans for studying earthquake damages
(Chen et al. 2012; Hughes et al. 2019).

Given the specific needs and procedures of academic institutions and the intrica-
cies of scientific research, the time frame for datasets produced during this stage
varies considerably, starting 2–3 weeks after the event, after most rescue missions are
completed, and finishing one or multiple years after the event, after all data is ana-
lyzed and published.

These datasets are typically not used by local or state governments, as municipalities
may still be working on the IDA and PDA at this point in the process rather than on
quantifying damage. The IDA and PDA are more concerned with discovering and vali-
dating damage rather than quantifying it. The limiting factor for local governments in
a post-disaster data collection process is often human labor. Local governments must
work quickly in the aftermath of a disaster to complete the IDA, which is entirely done
by in-person reconnaissance efforts. As a result, local governments do not prioritize the
collection of remote sensing data at this stage, even though it may be used to support
their IDA findings or be of interest to the research community or others.

Once the IDA and PDA are completed, local entities are no longer heavily
involved in the data collection process. At this point, data publication begins to slow
down and become increasingly niche-focused, mainly to inform specific academic
research or practice-oriented questions. Thus, at the expense of increasing the time of
publication, most datasets have a high resolution at the asset level and high levels of
spatial coverage (see Figure 8). The post-IDA and -PDA environment is also the time
when holistic reconnaissance reports are published, including those from the
Geotechnical Extreme Events Reconnaissance (GEER) and Structural Extreme Events
Reconnaissance (STEER), which document engineering effects after disasters to
improve scientific practice (Bray et al. 2018; Kijewski-Correa et al. 2021). These
reports and research papers usually mark the end of the damage assessment process
that includes perishable data. The cumulative dataset publication time depends on the
severity of the event and the procedure used to analyze the data. For example, in
terms of data collection, for the Indios earthquake, STEER deployed a small team of
four people for 3 days and published a report <2months after the earthquake
(Miranda et al. 2020). On the contrary, for Hurricane Maria, there was a large GEER
team of 14 people who cataloged infrastructure damages for 12 days and published a
report 9months after the hurricane (Silva-Tulla 2018).

5. Improving post-disaster infrastructure damage assessment

This section focuses on key challenges and gaps in the collection and publication of
post-disaster data identified from analyzing the evolution of spatial and temporal data
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features. This is important for entities interested in improving methodologies to
assess damage in infrastructure systems, both by acquiring better data and by sharing
it in a way that is helpful for others in the post-disaster damage assessment process.
Doing so benefits entities interested in rapid damage assessment, since being able to
plan for a dataset to be released at a certain point in time, with a certain spatial reso-
lution, and a certain coverage area, allows for more in-depth and secure planning on
the part of response operations. The analysis conducted in Section 3 also revealed
that datasets are generally not well documented, with the authors needing to under-
take significant efforts to infer key data features. In fact, most existing datasets lack
all the proper metadata to understand how they were collected and the features of
the resulting datasets. An improvement of this does not necessarily require a standard
for all datasets, which would be impractical given the diversity of features and users.
However, understanding the challenges and opportunities described in this and the
following section can help future researchers and emergency managers improve the
process of both collection and publication of post-disaster data, and identify where
the greatest gains might be made in improving post-disaster damage assessment.

5.1. Improving entity collaboration and integration across datasets

The intensive data collection stage from section 4.2 (i.e. the second stage identified
during the post-disaster data collection process) proved to be the time when most
datasets are published, and at the same time, the period when more entities work
simultaneously collecting data. However, the inconsistency in metadata published
during this time and the lack of data integration show that there is an opportunity
for improving entity collaboration. For instance, some of the data is not yet being
used at its full potential during this stage. FEMA’s Hazus estimates loss impacts after
disasters by coupling hazard data (e.g. PGA of the earthquake) with structural com-
ponents of the building environment. However, the results of this methodology are
highly uncertain given the low precision of the structural parameters. Thus, this data-
set can be improved by validating damage with partial field data or high-resolution
imagery that is collected during the second stage of data collection. By improving
data integration, the data collection can be more efficient by speeding up the coordin-
ation of data collection, resulting in earlier publication times. In addition, data inte-
gration increases data precision by joining multiple sources of damage data,
decreasing uncertainty and increasing the reliability of the estimations (Lee and Tien
2018).

During this second stage of post-disaster data collection, it is important to note
that some of the field data are not recorded with the purpose of improving the
response or recovery for that specific event. Most academic reconnaissance teams
arrive at the field a couple of weeks after the event, so they do not interfere with res-
cue or recovery missions. However, some of the data collected by researchers can be
useful to emergency managers during the first stage of the damage assessment. Thus,
when possible, researchers should be in contact with local governments to provide
support in the damage assessment process. This collaboration is crucial in cases
where there is a lack of resources from the government, particularly on-the-ground
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resources, which limits the ability of emergency managers to fully and precisely assess
damage in their community. In these cases, additional data collected by other entities,
such as researchers, can augment the amount of information available to support
community disaster response.

Finally, given the importance of Initial Damage Assessments (IDAs) and
Preliminary Damage Assessments (PDAs) in the ability for communities to receive
resources and financial support for disaster response and recovery, other post-disaster
datasets can be used to support these efforts. Instead of relying entirely on in-person
reconnaissance efforts to complete the IDA or PDA, datasets, such as satellite and
drone imagery can be used to estimate building damage. Moreover, these datasets can
be coupled with partial in-person data to increase their reliability. Including in-person
datasets in this process would require both in-person and remote datasets to have
consistent availability and accessibility, as the in-person reconnaissance data is most
often private.

5.2. Increasing rapid high-resolution data

Remote sensing is the most common method of obtaining large-extent datasets in a
post-disaster environment. From the analysis of the resolution evolution of the previ-
ous section, we demonstrated that all remote sensing data from the two first days
after a disaster are low resolution (exceeding 500m). As a result, during the first stage
of data collection, available data can only be used for rapid emergency tasks and situ-
ational awareness. The lack of tools and rapid automated processes during this stage
makes post-disaster data unable to be used for more decision-support tools, such as
reliable building evacuations and speeding up the federal assistance process. Thus,
high-resolution data from the second stage should be published earlier by enhancing
current methodologies used to process post-disaster data. For example, building dam-
age assessments can be conducted via crowdsourcing of aerial photographs
(Barrington et al. 2011) or automated processes (Eguchi et al. 2009), and slope fail-
ures can be derived from satellite imagery (Scaioni et al. 2014); both examples result
in valuable high-resolution data that can be on the sub-meter scale.

During the rescue and recovery phases, local emergency managers can be resistant
to developing a data-driven system to inform their decision-making (Campion 2020;
Delaney and Kitchin 2023). The lack of early high-resolution data on buildings and
high-risk infrastructure, such as dams, levees, and slopes contributes to the need to
implement new data collection tools and increase the use of data analysis techniques
in the damage assessment process. From the results of this study, the recommenda-
tion is to leverage and increase the use of new technologies to support needed early
high-resolution data collection. The requirement for in-person preliminary damage
classifications of buildings is becoming inefficient with the emergence of UAVs, 360�

StreetView cameras, and high-resolution satellite imagery, all of which can be used to
classify building damage at the level needed by emergency response teams. Data
acquisition using these technologies is much quicker than in person-classifications;
the post-processing of images is the step that requires the most time.
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In addition to data collection, some high-resolution data can take a long time to
be published. It is recommended that data be published as it is collected and updated
with greater coverage as more data is collected in the days following rather than wait-
ing for publication as one complete dataset. Following this methodology of data pub-
lication allows local entities more information on which to base decision-making
from the outset. Making this change is especially significant for data that requires
considerable manual post-processing. If datasets that contain a large amount of infor-
mation, including high-resolution information, are published months or years after
the event, the novelty and value of the information is diminished. However, if data is
systematically processed as a function of location, the data can be published as the
post-processing occurs, releasing different geographic regions of information as the
post-processing continues. In the case of Hurricane Maria, for example, a dense data-
set of 71,431 slope failures was published over one year after the event. In contrast, a
dataset of wind damage to buildings during Hurricane Maria was first published one
week after the event, which only represented a small geographic region. In the month
following, geographic regions and the corresponding building damages were added
incrementally. Early data with a defined, albeit incomplete, coverage combined with
consistent updates, is more valuable than a lack of data for a significant duration fol-
lowed by one large publication. Thus, from the results, we identified that earlier data
availability, although incomplete, enables increased use and interoperability of data-
sets in the critical earlier time window for post-disaster damage assessment.

5.3. Developing strategies for data shareability

One of the main challenges with sharing post-disaster data is that it is often collected
to serve current needs. It has been shown that these needs change not only by entity
but by time as well. Therefore, having robust information about a dataset allows a
user to maintain a high value of the data over a longer time, increasing the possibil-
ities of future users being able to extract more information even when they come
from different backgrounds or are using it years after the data is collected. In add-
ition, improved data-sharing practices are not only helpful for future users. Even
within a public or private entity, having a clearer structure of the data and more pre-
cise information about a dataset improves the understanding of its capabilities. In the
case of researchers, a better understanding of the data can lead to more rigorous use
of these datasets in research. Further, having detailed information about datasets sup-
ports improved data integration and interoperability. For example, if it is desired to
overlay multiple datasets, information including temporal characteristics and spatial
resolution specific to each dataset is critical to produce accurate information overlays
and analyses.

The lack of shareability applies to multiple aspects of the metadata. For instance,
recognizing the limitations of damage maps constructed with computer vision algo-
rithms gives emergency managers the necessary information to locate damaged
regions, but not enough precision to locate damaged buildings, even when the maps
are constructed at high resolution. This requires an understanding of what each par-
ameter means for the building damage and what is the likelihood of the damage
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based on the imagery information. Another example is failing to define the spatial
resolution of point, line, and polygon data in a geographic information system (GIS);
when examining an individual point and line datum, the larger context and dataset to
which each datum belongs should not be lost. In this study, seven data sources failed
to mention the spatial resolution of the tool used to collect point, line, or polygon
data, which required a distinct area of the graph that could contain geospatial data of
unspecified resolution.

Recent tools have proven to increase data shareability in the context of natural
hazards. One of them is the DesignSafe cyberinfrastructure (Rathje et al. 2017). This
online platform integrates diverse datasets so that researchers can easily share and
find experimental or reconnaissance data. However, most of the metadata for post-
disaster needs is very user specific, making the data curation process hard to stand-
ardize for damage data in other infrastructure sectors [see the StEER guidelines for
building infrastructure (Roueche 2020)]. In addition, current metadata features only
include the last updating date for the dataset, meaning that there is no information
about the time when the data was collected or when it was first available. Thus, while
some aspects of data shareability have improved with DesignSafe (e.g. including DOIs
for datasets and having a single platform for infrastructure data), some features are
still missing, making it hard to obtain all the information needed for a rigorous dam-
age assessment. To overcome this, the next section proposes a generalized set of
metadata features to fully capture the characteristics of an infrastructure damage
dataset.

6. Metadata for improved data shareability

A detailed analysis of post-disaster infrastructure damage data requires detailed cata-
loging of all metadata to enable comparison and integration of information across
datasets. For the datasets included in this study, the resulting collected metadata are
shown in Tables 2 and 3. However, the process of discovering and reporting the
metadata for various infrastructure datasets proved to be challenging. Most datasets
are inconsistent when presenting the metadata, and some of them publish little to no
metadata at all. For instance, USGS’s ShakeMap only publishes the time of publica-
tion of the last version of the map on the website. In this case, it was necessary to
contact an expert from USGS to know that there is a public server catalogue that can
be used to download all other metadata. Another example is the crowdsourced data
for Hurricane Maria, which was inconsistent in terms of metadata about both geo-
location and time. Specifically, some datapoints included location coordinates for
damages and others did not, and some datapoints did not include a timestamp. In
addition, information is often not easily accessible or downloadable. For example, the
authors had to use web scraping to read pdf reports from the FCC to geolocate infor-
mation on the percentage of cellphone coverage. This process highlighted the lack of
coordination and consistency in publishing metadata for infrastructure data.
Metadata should be as easily accessible as the data itself. The additional activities
required to access and infer metadata create barriers for users to extract more infor-
mation from collected datasets.
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Given the need for improved shareability in post-disaster datasets, this work rec-
ommends that there be a minimum set of metadata features for all post-disaster data-
sets to solve some common issues in using the datasets to relate the full story of a
disaster. This set of features defines components of post-disaster metadata that are
vital to emergency managers, scientific reconnaissance teams, and future long-term
studies alike. The set is composed of nine main features, described in Table 4.

Of the proposed data features, the first three capture the temporal evolution of
datasets. Detailing the time stamps across elements of the data collection and publica-
tion process reduces temporal uncertainty, specifying when the point of interest was
in the recorded state. The criticality of assigning a time stamp applies to photographic
and imagery data, as well as any published dataset from a post-disaster environment.
Reconnaissance data often has a collection date, publication date, date when updated,
and when more data was added, improved, or otherwise modified after further inves-
tigation. These three distinct dates—collection data, publication data, and date when
updated—are all equally important to distinguish in the metadata. Without these
dates, potential future studies of the timeline of an event or investigations of cascad-
ing failures that occur in the time period after an event, to name a few, are made
impossible. Thus, the specification of data timelines facilitates emerging areas of
resilience research.

Geo-locating every photo, video, or survey taken at the disaster site is vital. The
latitude and longitude, similar to the time stamp, reduces spatial uncertainty,

Table 4. Essential metadata for post-disaster datasets related to damage assessment.

Feature Value Example
Datasets with
feature (%)

Collection date Gives a snapshot of the state of the
damage depending on when the
data was collected

Collected: 01-01-21 91

Publication date Gives a proxy of the time it took to
both collect and process the data
before publication

Published: 01-03-21 74

Updating date Demonstrates that more information
was gathered to decrease the
uncertainty in the past data or to
increase the total coverage

Updated: 01-10-21 88

Geo-location Allows to intersect different formats
and datasets to the same
infrastructure asset

Coordinate pairs [latitude,
longitude]

91

Resolution Provides a look at the precision of the
data and its reliability

1 m grid, point data per
building

39

Coverage Gives boundaries to the analysis and
establish regions with no data

10� 10 km, County level 28

Tool Speaks to the uncertainty in the data
depending on the technology of the
tool

WorldView-2 Satellite
Sensor

58

Format Informs the type of software needed
to process the data (e.g. word
processor, GIS tool, programming
language) and its complexity

.txt .HDF .csv 45

Contact info Enables more information and
interoperability of the data with the
connection of people who collected
and curated the data

Email, phone number 74
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specifying where a point of interest from the event is located. In addition to a specific
location where the data is collected, emerging data collection systems are now captur-
ing orientation at the time of data collection too. This information is critical to
understanding the subsequent data features of resolution, coverage, data collection
tool or equipment, and format of the unprocessed information, which give a descrip-
tion of the geographical details of the data and facilitates cross-dataset comparisons.
Finally, having contact information creates a social network of persons and entities
responsible for the dataset in the study. Including these nine metadata features will
improve data use and shareability for post-disaster datasets.

Table 4 also provides examples of each metadata feature and the percentage of
datasets from the Puerto Rico disasters that included each feature. This analysis helps
to understand the current state of metadata for damage assessment compared to a
state where datasets have all features published. Of the nine metadata features, only
three of them are included in 75% or more of the datasets. These three features are
publication date, updating date, and geo-location. While this demonstrates the imple-
mentation of GIS tools and timeline features in the data, there are still important fea-
tures that are not being recorded in the metadata. There is no feature with 100%
implementation, which means that none of the features were recorded in all datasets.

These features provide sufficient information to understand how useful a dataset is
within disaster response or recovery efforts and for later research purposes.
Moreover, it positions post-disaster data to be in line with the FAIR guiding princi-
ples proposed for data management and stewardship in the scientific community
(Wilkinson et al. 2016). This guideline includes four main principles: Findability,
Accessibility, Interoperability, and Reusability. By implementing the small set of pro-
posed features on any post-disaster dataset as described here, multiple communities
will benefit from the increased information and interoperability of the datasets
beyond what currently exists.

7. Conclusions

With the advent of new technological tools and data globalization, the publication of
higher fidelity post-disaster datasets for damage assessment of infrastructure systems
has increased in recent years. However, most publicly available data is not envisaged
for or prepared to be used by entities with multiple purposes. The work in this study
demonstrates the temporal and spatial evolution of post-disaster datasets and recom-
mends strategies to improve data availability, shareability, and use of the data to
decrease uncertainty in the data for damage assessment. Given the correlations
between the needs and motivations of an entity and the availability of each dataset,
this study provides an in-depth analysis of the data based on temporal features (data
collection, publication, and updating times), as well as spatial resolution and coverage.
We accomplish this by analyzing critical metadata features at an unprecedented speci-
ficity, gathering and examining infrastructure damage data from two disaster events:
2017s Hurricane Maria and 2020s Indios Earthquake in Puerto Rico.

The results of the metadata analysis show how the temporal features of post-disas-
ter datasets evolve during the response to a disaster. In Hurricane Maria, for example,
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collection times range from zero to nine days while publication times range from
12 h to almost two years after the event, highlighting the complexity of the damage
assessment process, which can require multiple months to be completed.

A clear difference was shown between the data collection process for a hurricane
compared to an earthquake event. For instance, the magnitude of the hazard is better
predicted before the impact of a hurricane event, giving time for scientists and data
collection entities to prepare for the disaster. However, the reliability and robustness
of the instrumentation for earthquakes make it possible to have accurate measures of
event intensities in just a couple of minutes after the event, even when current tech-
nologies cannot fully predict the location and magnitude of an impending earthquake.
Publication of hurricane-related damage datasets are also found to take longer com-
pared to those for earthquake damage, particularly for severe storm event with wide-
spread impacts. The average processing time for Hurricane Maria was 7.1 days,
compared to 1.9 days for the Indios earthquake.

The detailed analysis conducted in this study of the evolution of coverage and spa-
tial resolution of the post-disaster datasets reveals a clear increase in spatial resolution
throughout the post-disaster response period for the Puerto Rico disasters. First, one
day after the event, the data collection relies heavily on remote sensing tools given
the difficulties of having personnel in the field, offering information with broad
coverage but low resolution. Then, the use of more specialized tools and field mis-
sions increases the accuracy and resolution of damage estimations at later stages of
the response. At the same time, coverage levels tend to decrease with time with the
use of specialized tools that cover less area and the implementation of complex data
collection and processing procedures that require significant time to cover large areas.

As a result of the metadata analysis, three distinct stages of post-disaster data col-
lection are identified: (i) a rapid response stage, where resources are devoted to rescue
and relief efforts and data is characterized by high coverage and low resolution; (ii)
an intensive data collection stage, where high spatial resolution is incorporated, and
most datasets are collected and published; and (iii) an asset-specific stage, where data
on individual assets are being collected for the purposes of case studies and long-
term studies.

In addition to the metadata analysis, three main challenges and opportunities for
improving the post-disaster damage assessment process were identified: (i) improve
data integration and entity collaboration to make damage assessment more systematic
and potentially decrease uncertainty in the collected data; (ii) increase the publication
of rapid high-resolution data to support emergency tasks during the first days after a
disaster, particularly with the implementation of new technologies combined with
current practice; and (iii) increase data shareability to enable combining of informa-
tion from multiple datasets and facilitate extracting more information from the data
even when it comes from different backgrounds and entities or is used years after it
was originally collected.

Through rigorous analysis of post-disaster datasets and to meet the need for improv-
ing data shareability, several vital pieces of metadata have been identified: collection
date, publication date, updating date, geo-location, resolution, coverage, tool/equipment,
format, and contact information, with the recommendation to include each of these
pieces of metadata in dataset publication. The purpose of this recommendation is not
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to make the publication process tedious, but to move towards a standard approach that
facilitates dataset interoperability with the aim is to minimize the uncertainty not only
in data collection but also in the use of the datasets in future studies of the disaster.
Post-disaster data collection may serve a singular purpose during the time of collection,
but it could well inform myriad future studies of significant value.

The representation of post-disaster data in this study as a dynamic rather than
static process lends itself to many possible future studies of the evolution of data tem-
porally and spatially. Work can be done to quantify the uncertainty of data and how
the uncertainty of datasets contributes to damage quantification over time. This work
was outside the scope of this study and cannot be implemented with the currently
accessible information about the datasets. Future work could also include quantifying
how the inclusion of a metadata standard affects the uncertainty of post-disaster data
and determining to what degree other possible metadata or auxiliary information can
help minimize uncertainty in damage estimation. Such studies building off the find-
ings presented in this paper would help facilitate not only reconnaissance work but
also early relief and long-term recovery efforts.
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